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aInstitute of Informatis, University of Szeged, Hungarye-mail: sendes�inf.u-szeged.huAbstratThe PageRank algorithm was originally designed to determine the impor-tane of home pages, and is a suessful part of the Google searh engine. Ageneralization of it for weighted graphs have been onsidered, when the edgesof the graphs are appropriately weighted to provide additional informationwhen the onnetions have di�erent meaning, importane or quality.The algorithm was applied for rankings obtained in wine tasting to de-termine the quality or expertise of wine taster � providing a novel, objetivemethodology for extrating merit. Results are reported for the ase of theSzeged Wine Fest ompetition data.A similar algorithm will be disussed with appliations in sientometristo give a new measure of the quality of sienti� publiations � based on theitation struture. Results are reported for the sientometri quali�ation ofthe publiations of Jen® Egerváry.Keywords: PageRank algorithm, sientometris, wine tastingMSC: 05C85, 90C351. IntrodutionThe PageRank algorithm was developed by the founders of Google to alulatea good approximation of the importane of web pages. This measure was then usedto rank the found pages for searh results. The PageRank algorithm works on adireted graph. Eah node has the same value at the beginning. The proedurewill simulate the behaviour of an average web surfer: starting from a random page,it jumps to one of those pages whih are linked to the given one. After every sixthpassage along links, the surfer jumps randomly to another page. Pages that areoften visited by suh random surfers are regarded as high ranking [4, 9℄.The formal algorithm sets the values of nodes to one at the beginning. Then, ineah iteration step, the value of eah node will be determined by the value of those1
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Figure 1: A simple example of a weighted graph.iteration numbernode 1 2 3 4 5 6 7 8 91 1.00 1.83 1.14 1.71 1.24 1.64 1.30 1.58 1.352 1.00 0.44 0.68 0.48 0.64 0.51 0.62 0.53 0.613 1.00 0.72 1.19 0.80 1.12 0.85 1.08 0.89 1.05Table 1: The result of a few iterations of the PageRank algorithm on the weightedgraph given on Figure 1.nodes from where a link, a direted edge of the graph leads to the given node. Therandom jumps are also simulated. The iteration expression is
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,where 1 − d is a damping fator indiating the probability of random jumps, Nis the number of nodes onsidered, M(i) is the set of those nodes that have linksto the node i, and L(j) is the number of outgoing links from node j. After afew iterations, the values of the nodes usually onverge to values that re�et thefrequeny with whih they are visited by a random surfer.We an generalize this approah by allowing weights for the links (or edges) [8℄re�eting how important these are. In the present paper we onsider the general-ization of PageRank to weighted graphs. The main di�erene is that the outgoinglinks of a node should not have neessarily the same strength. In our appliations,this new feature will be ruial. In the ase of wine tasting, the oherene of thepoints given for a partiular wine will make the given link stringer. Also in si-entometri analysis [7℄, there is an obvious additive meaning of a de�nitely moreimportant itation that an be easily modeled by a link with larger weight. A linkwith a weight 2 means basially nothing else as if this edge would be doubled, seethe simple example on Figure 1.The results of a few iteration of the PageRank algorithm on the weighted graphgiven by Figure 1 on�rm our expetation that node 3 (the one where the link withweight 2 leads) has more merit value than node 2.



32. Appliation to wine tastingWine tasting is a mostly personal, subjetive proedure to determine the qualityof wines. Several wines are usually evaluated in one sitting in an anonymous way,alled blind tasting (the tasters do not know whih wine is the next one). Thewines obtain points from the tasters and the ranking of the ommittee of a fewtaster is possibly repeated if a lose deision is met. It is open how to determinethe quality of the tasters, no objetive measure or proedure is known to us.Let us see now how the weighted PageRank algorithm an serve wine tasting.We start from the same merit value for eah wine taster, and in eah iteration ylewe onsider the points given for the next tasted wine. The basis information to setthe weight of the link between two wine taster is the di�erene of their evaluationvalue. We repeat the proedure until the merit values stabilize.It is easy to reognize that the underlying assumption is that good wine tastershave the apability of a sure, preise evaluation. In other words, those tasters thatgive mostly oherent ranking, similar points to the same wines, must be the goodones. While those who have usually substantially di�erent rankings omparedto other tasters � must be less quali�ed. It is not at all obvious whether thisassumption really holds. Only results obtained by applying this assumption anon�rm whether it was a good idea to base the new proedure on this easy toobtain information.We de�ne the mathematial model as follows. The direted graph to be studiedis the omplete direted graph between the wine tasters as nodes. Let us nowde�ne the weights of the edges. For wine k the link between the wine tasters i and
j obtains the weight
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N(|p(i, k)− p(j, k)|+ 1)
,where p(i, k) is the number of points given by wine taster i for wine k, and N isthe number of wines tasted. Closely equal evaluation point values will produe alarge weight between the related tasters.To test our algorithm and model, we have seleted the data of a reent wine tastingevent. At the Szeged Wine Fest 2009, 104 wines were blind tested by 4 groups oftasters (5 persons in eah team). The testing teams obtained 33-34 di�erent wines.Eah wine obtained some points in the international 100 point evaluation system.The normalized wine taster rankings were obtained by our algorithm for team1 as 0.954, 1.000, 0.889, 0.894, and 0.884. Although the evaluation was madeanonymously, the �rst �gure given above belongs to a wine produer of the year.Although a very good wine produer is not neessarily a good wine taster, still akind of positive onlusion an be drawn on this basis: our methodology produesrealisti looking results for the quality of wine tasters.The detailed results for the Szeged Wine Fest data are summarized on Table 2.The alulated numbers an be interpreted as normed merit values: the larger thebetter.



4 teamtaster 1 2 3 41 0.954 0.955 1.000 1.0002 1.000 0.838 0.879 0.9953 0.889 0.905 0.854 0.9294 0.894 0.855 0.891 0.9525 0.884 1.000 0.934 0.978Table 2: The detailed results on the 2009 Szeged Wine Fest data.teamtaster 1 2 3 41 1.0000 0.9962 1.0000 0.99482 0.9963 0.9812 0.9888 0.99893 0.9922 0.9863 0.9842 0.99324 0.9917 0.9907 0.9854 0.99435 0.9909 1.0000 0.9882 1.0000Table 3: The detailed results on the 2009 Szeged Wine Fest data.We have repeated the omputational study with a simpli�ed algorithm. Thishas not onsidered the evaluation point di�erenes one by one, but in stead, thesummarized di�erenes between the evaluation points were alulated, and theiteration was made using this single weight system (in ontrast to the previousapproah, where the results o� wines were handled separately). Results for theSzeged Wine Fest data based on summed di�erenes are given in Table 3. The lessdetailed information produed less di�erentiated results. The results of the twoevaluations di�er slightly. It is reasonable, and we an draw the onlusion thatboth evaluations methods an be useful � after a proper pratial omparison withommon sense rankings.3. Appliation to sientometrisSientometris aims to measure the amount and value of sienti� work done asre�eted in sienti� publiations. The main tool used is itation analysis. Usuallythe number of itations for a paper is regarded to be proportional to the value ofthe publiation and to the novelty involved. The impat fator of a journal is ameasure of importane again: it is the expeted number of itations a paper in thegiven periodial will obtain within two years.These indiators should usually handled by are, they are muh dependent onthe subjet area, and are regarded as reliable only for larger sets of data (betterjust for institutes than for individuals). Still, muh ritiism an be read on this



5methodology.The simple appliation of the PageRank algorithm for the direted graph ofsienti� publiations is an aepted sienti� merit evaluation methodology (whenthe links are de�ned by itations). In addition to that, weighted PageRank allowsus to handle itations of di�erent importane.Obviously, when a itation is just one of many in a row, giving only possibleonnetion points, then it has less relevane to the presented new result omparedto those referenes that are termed to have a diret onnetion to the present paper,or even forming an important basis for it. Suh weighting an be established on anopen aess, but reorded and moderated peer review basis (suh as that used forWikipedia), or an even be omposed by arti�ial intelligene algorithms. Thesean produe good estimations of suh weighting.To see the apabilities of our new approah, we have tested the method on thefamous paper of Jen® Egerváry [2℄. As it is widely known, Harold Kuhn devel-oped an algorithm for the solution of the assignment problem [6℄, and alled it theHungarian method aknowledging the ontributions of Jen® Egerváry and DénesKönig [2, 5℄, who wrote important papers in Hungarian and in German that on-tained important theoretial basis for the later algorithm. What is more, Kuhneven learned the Hungarian language to a modest level, and translated the paperof Egerváry using a ditionary.Aording to lassi sientometri evaluation, the paper of Egerváry reeivedjust a few itation, while some of the iting papers muh more. For example, the ISIWeb of Knowledge gives 38 itations for the paper of Egerváry, while 726 for thatof H.W. Kuhn and 215 for the mentioned paper of D. König. As we shall see, thenew PageRank based method showed muh larger reputation for the publiationof Jen® Egerváry.We have ompleted two experiments. In both ases we olleted sientometridata from the ISI Web of Knowledge database. In the �rst setting we have seletedthe seminal paper of Egerváry [2℄, those in the database whih have ited it, andalso those whih were ited be the paper of Egerváry. Then we have establishedthe itation relations among the papers. The resulting direted graph an be seenon Figure 2. Here node number 1 in the enter represents the paper of Egerváry,and node number 43 (upper left to the previous) that of Kuhn. Then we haveset the merit values of the papers to the number of itations available in the samedatabase, and �xed these values by rewriting the same numbers after eah iteration� with the exeption of the node related to the paper of Egerváry.The idea behind this proedure was the observation that the restrition of theomplete graph to a subset of it will produe the same result as the original �assuming that the boundary of the subgraph has the onverged merit values of thefull graph. Obviously, it annot be ensured without having run the algorithm on thefull graph, still it seems to be an aeptable approximation to use the traditionalitation numbers in stead. The appliability of this assumption will be justi�edagain by reasonable results obtained for the subgraph.
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Figure 2: The subgraph studied in onnetion to the seminal Egervary paper.The exeuted Matlab proedure basially just applied the power method to de-termine the eigenvalues of the adjaeny matrix of the graph:a=load('31_Matrixok_Egervary_1szint.sv');N=max(max(a));A=sparse(a(:,1),a(:,2),ones(size(a,1),1),N,N);A=A';A=olnorm(A); lear a;lear N;w=load('31_M_E_1szNR.sv')[y0, y, nu, iter℄=powmeth(A,w,100,0.00001)The normed itation ounts for the related papers, and their onverged valuesafter running 18 iterations of the PageRank algorithm are given in Table 4. Thisresult an be interpreted as the sientometri merit value of the paper by Egerváryhas been inreased by 7.5 times.We have repeated the same proedure for the larger subset of the itation graph,that ontained also those papers that have ited the nodes of the earlier test. Then,again we have explored all the interonnetions among the onsidered papers, and�xed the boundary of the subgraph, while the inner nodes ould hange as the



7iteration Egerváry ... Kuhn0 0.0451 ... 0.861618 0.3383 ... 0.8616Table 4: The normed itation ounts for two papers of the itation subgraph aroundthe paper of Egerváry.iteration Bellman ... Egerváry ... Ford-Fulkerson ... Kuhn0 0.0133 ... 0.0282 ... 0.0289 .... 0.538410 0.3770 ... 0.2513 ... 0.2343 ... 0.6805Table 5: The normed itation ounts for four papers of the itation extendedsubgraph around the paper of Egerváry.PageRank algorithm produed. We all this subgraph seond level itation graphof the paper of Egerváry. The subgraph ontained over 1000 nodes, we do notgive a �gure on that (it would be too omplex and would deliver juts minimaladditional information). The result is summarized in Table 5. Obviously, theseresults should be onsidered as more realisti, sine a more detailed struture ofthe itation graph has been investigated, and also we have used more data in thisalulation ompared to the �rst study.This seond set of result data indiate again the improvement of the sienti�value of the paper of Egerváry, this time almost 9 times. Although its merit valueremained below that of the paper of Kuhn, still it beome more realisti, andomparable to ommon sense. It is interesting to see, that also the sienti� meritvalue of the paper of Kuhn inreased (to a less extent) after the iterations. Justto additional papers ould improve it merit value in this setting: that of Ford andFulkerson [3℄ (from 0.0289 to 0.2343) and the one by Bellman [1℄ (from 0.0133 evento 0.3770).Please note that although our omputational proedure would allow, now wehave not onsidered di�erent weights for the itations of a paper. This task remainsfor future researh.As a onlusion, we an summarize our experiments that the suggested weightedPageRank algorithm produed promising results both on the wine tasting and onthe sientometri data, and further investigations an larify its future role and thesuitable algorithm details to enable e�ient and informative appliation.Aknowledgements. This work was supported by the grant TÁMOP-4.2.2/08/1/2008-0008 of the Hungarian National Development Ageny. The authors aregrateful to Márk Jelasity for his advies and to Melinda Braun for the tediouswork of typing the wine tasting data.



8Referenes[1℄ Bellman, R., J. of the Soiety for Industrial and Applied Mathematis 4(1956)168�205[2℄ Egerváry, J., Mátrixok kombinatórius tulajdonságairól (On the ombinatorial prop-erties of matries, in Hungarian), Matematikai és Fizikai Lapok 38(1931) 16�28[3℄ Ford, L.R., Fulkerson, D.R., Solving the transportation problem, ManagementSiene 3(1956) 24�32[4℄ Kleinberg, J.M., Authoritative Soures in a Hyperlinked Environment. J. of theACM 46(1999) 604�632[5℄ König, D., Über Graphen und ihre Anwendung auf Determinantentheorie und Men-genlehre. Mathematishe Annalen 77(1916) 453�465[6℄ Kuhn, H.W., The Hungarian Method for the assignment problem, Naval ResearhLogistis Quarterly 2(1955) 83�97[7℄ Nan Ma, Jianheng Guan, Yi Zhao, Bringing PageRank to the itation analysis.Information Proessing and Management: an Int. J. 44(2008) 800�810[8℄ Nemirovskya, D., Avrahenkov, K.,: Weighted PageRank: luster-relatedweights. In Pro. of the 2008 Text REtrieval Conferene (TREC 2008), Gaithersburg,MD, 2008[9℄ Parreira, J.X., Donato, D., Mihel, S., Weikum, G.,: E�ient and Deen-tralized PageRank Approximation in a PeertoPeer Web Searh Network. Pro. of the32nd Int. Conf. on Very Large Data Bases, Seul, Korea, 2006, 415�426Tibor CsendesH-6720 Szeged, Árpád tér 2, Hungary


